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Abstract. In this paper, we propose using texton signathesed on raw pixel
representation along with a parallel multiple dféess system for the
classification of emphysema in computed tomograpigges of the lung. The
multiple classifier system is composed of suppedtor machines on the texton
signatures as base classifiers and combines theisidns using product rule.
The proposed approach is tested on 168 annotagexhseof interest consisting
of normal tissue, centrilobular emphysema, andgegutal emphysema. Texton-
based approach in texture classification mainly thasparameters, i.e., texton
size andk value ink-means. Our results show that while aggregatiosirafle
decisions by SVMs over various values using multiple classifier systems
helps to improve the results compared to single SVNombining over
different texton sizes is not beneficial. The parfance of the proposed
system, with an accuracy of 95%, is similar to eergly proposed approach
based on local binary patterns, which performs atntbe best among other
approaches in the literature.

1 Introduction

Texture-based pixel classification in computed tgraphy (CT) images of the lung is
an emerging and promising tool for quantitative lgsia of lung diseases such as
emphysema, one of the main components of chrongtratiive lung disease
(COPD). Emphysema, which is characterized by tle lnf lung tissue, is visible in
CT images as textural patterns comprising low isitgnblobs or low attenuation
areas of varying sizes (refer to Fig. 1 for somanaeples). Supervised classification
using texture features allows for taking the emphya texture into account. This was
introduced in [1], and since then, various featir@ge been used for the classification
of emphysema and other abnormalities in lung CTgisa including moments of
filter response histograms from filter banks based Gaussian derivatives [2],
measures on gray-level co-occurrence matrices (G, @Masures on gray-level run-
length matrices (GLRLM), and moments of the atteiomshistogram [1, 3, 4].



It has been shown, recently, that small-sized |agadrators like local binary
patterns (LBP) [5] and patch representation of theahl neighborhood in texton-
based approaches [6] yield excellent texture diaation performance on standard
texture databases. Small-sized local operatorsespecially desirable in situations
where the region of interest (ROI) is rather smahjch is often the case in texture
analysis in medical imaging, where pathology catobalized in small areas. This is
because of two reasons: first, convolution witlyéasupport filter banks suffers from
boundary effects; second, more patches can bectdrausing small-sized local
operators that makes the estimation of image Statisnore reliable [6]. It is also
shown in [7] that using support vector machinesNSYinstead ok nearest neighbor
(k-NN) classifier, which is used in [6, 8] can impeothe performance of texton-based
approaches even further.

In our previous work [9], we proposed to use smalich representation in texton-
based approaches for the classification of emphgsan€T images of the lung. This
approach mainly consists of twearning steps: first an unsupervised step uskng
means to construct a codebook of textons. Secorsliparvised step in which the
model is learned by obtaining a histogram of tegtém represent each region of
interest (ROI). There are two main parameterhése two stepk in k-means and
texton size (TS), i.e., the size of patches extéétom the ROIs.

In general, the optimal parameters can vary redjpnethin the lung and from
patient to patient, depending on the intrinsic scahd complexity of the texture
patterns. Hence, it is not knowanpriori which texton size ok value ink-means
yields the best performance [10]. Hence, one poibgils to represent the ROIs using
variousk and TS parameters that yield several feature taib¥bere are several
approaches in the literature to incorporate thermftion from all these feature
subsets into a single decision system. These atading combined feature space
(CFS), in which the feature subsets are fused tstoact a single feature space and
then submit it to a single classifier [11]; muléptlassifier systems (MCS), where
each feature subset is submitted to a so callesl ddassifier (BC) and the decision by
these BCs are combined into a single decision [ahf] multiple kernel learning
(MKL), a system of multiple support vector machif8&Ms), each of which with its
own kernel [12, 13]. In MKL, the weights used faynebining the decisions of the
SVMs are optimized within the SVM optimization whideads to a quadratic
optimization problem with quadratic constraint.

In this paper we propose to use multiple classiéigstems with SVM as base
classifier to aggregate the decisions made by #se lslassifiers using features (here
histograms) at multiple texton sizes or multiglealues. However, all SVMs use the
same kernel, a radial basis function (RBF) keraet] the decisions by these SVMs
are combined using a fixed rule such as produd. rGQlur results show that the
performance of the classification system using ipleltclassifier systems produces
better results than single base classifiers andigge a means for making use of the
information at various parameters of the approéchlso yields similar to or better
results than the current approaches in the litezaflor the same application such as
local binary patterns (LBPs) or filter bank approes:



2 Texton-Based Approach

In this section, we first briefly explain textondsal approach in texture classification.
Then we present multiple classifier systems at iplelttexton-based features as a
means to aggregate feature subsets obtained atisdexton sizes drvalues.

2.1 Texton-Based Texture Classification

The basic idea of textons was first introduced blesk as the elements of texture
perception [14]. However, it took sometime befdris {dea could be developed into a
texture classification system as proposed in [Ihis technique was further improved
by Cula and Dana [16] and also Varma and Zisserf6ar8] that yielded higher
performance on standard texture databases.

There are three main representations associatédtigttexton-based approach in
the literature, i.e., filter banks [8, 15, 16], raixel representation [6], and Markov
random field (MRF) representation, where the cénpigel in a neighborhood is
modeled using the neighboring pixels [6]. Howewegspective of the representation
used to describe local image information, the testiased approach consists of
learning and classification stages [6]. The leagrétage, in turn, is divided into three
steps: 1) construction of a codebook of textonsigigin unsupervised (clustering)
algorithm such ak-means; 2) learning texton histograms from theningj set; and 3)
training a classifier such as SVM using textondgsams obtained in step two. In the
classification stage, the class of a test imagdeiermined by submission of the
histogram of textons in the test image to the diasdrained in the learning stage.

To construct the texton codebook, small-sized Ipeathes are randomly extracted
from each imagdein the training set. These small patches are tugverted to the
appropriate representation such as filter banksaar pixels. Eventually, they are
aggregated over all images in a class and clusigsied) a clustering algorithm such
ask-means. The cluster centers obtained form a diatipof textons to represent the
class of textures. It will be used as the codehufdiextons in the next step. The size
of the dictionary depends on the number of clustenters, e.g.k in k-means
algorithm as well as the number of classes. Fomeig, for a three-class problem
with k of 30, 3 x 30 = 90 textons are generated in thdebook. Fig. 1 displays
sample images of lung CT ROIs used in this papewels as a codebook of 90
textons computed over all ROIs using the textoa siz9 x 9 pixels ank = 30.

The second step in the learning stage is supenpvisachich a histogram of textons
is found for each image in the training set as aeh¢feature set) to represent this
image. To find this histogram, small patches of shee size as in the unsupervised
step are extracted by sliding a window over eaalnitng image in a class. These
patches are then converted to the appropriate septation as used in the previous
step. Finally, a histogram of textons is computedthe image by comparing each
and every patch representation in that image wittestons in the dictionary using a
similarity measure to find the closest match andating the corresponding histogram
bin based on the closest match found. The histogee normalized and used as the

L n this paper image and region of interest (ROMheflung are used interchangeably.



feature sets for the images in the training set emg@loyed for training a classifier
such as a support vector machine (SVM) as the #teg of the learning. Left and
middle diagrams in Fig. 2 illustrate the constroitof the codebook and learning the
model in a texton-based classification system usamgpixel representation.

In the classification stage, to classify a testgmahe same steps as in the learning
stage are followed to find the features for the t@sge. This includes extraction of
small patches from each test image in a class, exting the patches to the
appropriate representation, finding the closestcmab these patches from the
dictionary, and computing the normalized histografrobtained closest textons to
define a feature vector for the image. The traiokdsifier in the learning stage is
subsequently used to find the class of the tesygmbn SVM, a RBF kernel as given
in (1) is used as it is recommended as the firgtedechoice in [17]. In (1)y is the
kernel width and; andx; are two sample patterns.

K(x;x;) = eV Ixxl” 1)

2.2 Multiple Classifier Systems

The learning stage in texton-based approach gerserann-dimensional vector
h® = [h,,..,h,] ER",i =1,..,m for each ROI, whera is the number of bins in
the histogram of textons and is the total number of texton-sizes lowvalues for
which the model is learned. Eah’ is considered as a feature subset obtained at a
specific texton size ok value and they can be composed into a single feafpace
h = [hD, ..., h™], which is calledlistinct pattern representation (DPR) [18].

We propose here to submit this DPR to an ensenildassifiers [11]:

r={D,,..,Dy}, r:R™>m - qm 2)

where,I" is the ensemble with;: R" —» Q,i = 1, ..., m, as base classifier (BC) trained

on each feature subskt) € R*,i = 1,...,m andQ = {w, ..., w} is the set of class
labels.

Fig. 1. Sample ROIls of size 50 x 50 pixelgf() in three classes, i.e., normal lurigp(left
row), CLE (middle left row), and PSEkottom Ieft row). The constructed codebook using texton
sizes of 9 x 9 pixels arid= 30 ink-means ight).
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Fig. 2. The illustration of different stages of the propdssystem using multiple classifier
systems and texton signatures: the generationxtdrtecodebooks using-means clustering
(left), the generation of features by computing theotextistogramsiiddie), and parallel

multiple classifier system to aggregate the denssiny single base classifiersght).

The decisions made by these BCs are subsequergbd fby the aggregation
function F to yield a single decision on the class of thetguat submitted for
classification such that: Q™ — Q.

There are three main structures of multiple classgystems (MCS), i.e., stacked
MCS with the same feature space for all BCs; palrdlICS with a distinct feature
space for each BC; and sequential MCS in whiclothput of each BC is given to the
next one. Here since the feature sullsét given to each BC is different, parallel
MCS is a natural choice. The right diagram in FAgllustrates the structure of the
proposed multiple classifier system.

3 Experimental Setup

Data Preparation. Emphysema is often classified into various sukdypased on
morphology [19]. In this work, we focus on the twabtypes related to smoking,
namely, centrilobular emphysema (CLE), defined adtiple small low-attenuation
areas and paraseptal emphysema (PSE), definedléyslenow-attenuation areas in a
single layer along the pleura often surroundednibgriobular septa that is visible as
thin white walls. The data used for the experimésitthe same as in [9, 20, 21] and
comprises 168 ROls, of size 50 x 50 pixels, représg the following three classes:
normal tissue (NT) (59 ROIs), CLE (50 ROIs), andEPS9 ROIs). The ROIs are
extracted from 75 thin-slice pulmonary CT imageg2bfdifferent subjects where the
leading pattern was obtained as the consensusl dssessment by two experienced
readers. The NT ROIs are from healthy non-smokénigewthe emphysema ROls are
from smokers. CT was performed using GE equipmémh{Speed QX/i; GE
Medical Systems, Milwaukee, WI, USA) with four detier rows, using the following
parameters: in-plane resolution 0.78 x 0.78 mnt ntn slice thickness, tube voltage
140 kV, and tube current 200 mAs. The slices weoamstructed using a high spatial
resolution (bone) algorithm.



Computation of Texton-Based FeaturesThe codebook of textons is constructed by
extracting 500 random patches from each ROI irtrdieing set. Patch sizes of 3 x 3
to 9 x 9 pixels are used in the experiments. Rawlpepresentation is used. Since in
CT images, the mean of the intensity in the imagégate a physical property of the
tissue, the mean of the ROIs are not removed. Hbehps extracted from different
ROIs of each class are givenkaneans clustering algorithm to find the codebook.
Five different values ok, i.e.,k = 10 tok = 50 are tested in the experiments. After
construction of texton codebook, texton frequenisgograms of texture images are
computed to find the model. In this stage, smaéiriapping patches with the same
size as what was used in the clustering stagedraceed from top left to bottom
right of each ROI. As in the clustering stage, iiterf bank is used and raw pixel
representation is considered. The Euclidean distdsetween the resulting textons
(collection of small patches) and textons in theledmok is computed in order to
identify the most similar texton in the codebookl ahe corresponding histogram of
textons is updated. Normalized histograms are asdbe feature subsdi§).

Classifier and Evaluation. The evaluation of the classification system isfqgrened
using leave-one-subject-out. This means that allRBDIs of one subject (patient) are
used as the test set and the remaining ROIls asaimng set. A parallel multiple
classifier system with SVM as base classifier (BCused. It is shown in [9] that
SVM performs better thak-NN in the classification of emphysema and hencSV
is used as the BC in our experiments. Product coenb$ selected as the aggregation
function # as our preliminary experiments show that it perf®ralmost the best
among other combiners including majority voting,amgand max combiners. The
crucial issue in using SVM is finding a suitablerded and the optimum trade-off
parameteC. RBF kernel is selected for the SVMs and its optimkernel width, i.e.,

y in (1) as well as the trade-off parameteare found by a grid search on the training
set at each specific texton size &whlue. To avoid too much computational cost for
this grid search, 5-fold cross-validation at patiewel (instead of leave-one-subject-
out) is performed on the training set. This medmas the training set is divided into
five folds at patient level. One fold is used as Walidation set and the remaining as
the training set. Since the codebook has to be amigtructed on the training set, we
need to construct the codebook each time on the fiolds used at this cross
validation. We have, thus, repeated the experimbbtsmes and averaged the results
as there is a variation in the patches extractaih ¢iane for the construction of
codebook.

4 Results

In this section, we first present the results fextan-based texture classification
system using one single SVM as classifier withgheameters chosen as explained in
previous section. Then the results of aggregati@r different values of with fixed
texton-size and also aggregation over differentioiesizes with fixek are presented.
Eventually, the comparison between single SVM andtipie classifier system is
presented followed by the comparison with othehmégues reported in the literature.



The results for using one single SVM are shownabl& 1 for various texton sizes
andk values irk-means. The last row and last column on this tab&av the results of
using multiple classifier systems with product camap that aggregates the decisions
of single SVMs at various texton sizeskoralues, respectively. These results are also
shown graphically in Fig. 3 to make the comparidmtween single SVM and
multiple classifier systems easier. As can be s&em top graph in Fig. 3,
aggregation over variodsvalues almost always yields better results thaglek at
the corresponding texton size. However, the botgmaph in Fig. 3 reveals that
combining over various texton-sizes at the sdmealue does not produce better
results than the best single SVM.

Comparison with Other Techniques. The comparison is made between the
proposed texton-based classification system usiogipte classifier systems with
aggregation ovek values and the results published in [21]. Sineeslime data as in
[21] is used in our experiments, the results arectly comparable. In [21], the results
are provided for several approaches among whiclbomsider a filter bank approach
using moments of histograms and an approach basttted BP operators as follows:

1) GFB1 (Gaussian filter bank 1): using the momenthisfogram computed on

the outputs of convolved Gaussian filter banks vidghbr rotation invariant
filters obtained from linear combination of Gaussiterivatives at five scales.

2) LBP2:joint 2D LBP and intensity histograms.

The reader may refer to [21] for more informatiom these two approaches and
also for further comparison with other techniquesalibed therein. Moments of
histograms computed on the outputs of Gaussiarvateres are one of the most
common approaches in the literature for the clasdibn of CT images of lung [2].
On the other hand, LBP2 reaches the best resultd@mthers in [21]. The results
based on the above techniques are provided in Taldkng with the best result
obtained from the proposed approach based on tesipmatures and multiple
classifier system with aggregation over differeralues using product combiner.

The confusion matrices for LBP2 and our best resadé provided in Table 2. The
proposed approach attains performance similar 82 Bnd McNemar's test also does
not indicate significant differencep (= 0.75). The specificity of texton-based using
MCS and LBP2 approaches are 96.61% and 93.33%g vthéir sensitivity are
95.37% and 97.25%, respectively (when comparing/&ffus CLE and PSE).

Table 1. The results of texton-based classification systenCT images of lung used in this
paper fork values of 10 to 50 and texton sizes (TS) of 3ta @ x 9 pixels using a single SVM.

TextonSize | k=10 | k=20 | k=30 | k=40 | k=50 Aagregaion
3x3 935+11| 932+17 947+1p 930+10 OITE 945+06
4 x4 920+0.7| 936+17 935+1B 941+13 042% 95.0+0.6
5x5 924+10] 91.7+09 926+0P 927+12 O93BZ 942+04
6x6 91.7+13| 90.8+09 918+1b 903+19 O90B& 92107
7x7 90.1+14| 91.1+13 908+1p 898+16 89DZ 911+0.7
8x8 888+17| 895+19 91.1+0D 91.0+13 89B& 91.7+09
9x9 876+14| 888+15 910+1f 898+17 O90BE 90.8+0.9

Adgregation | 954 ,106| 93.0+07 935+1p 93.0+d6 92®&

over TS




Table 2. The comparison between the best results obtanoed the proposed approach and the
results of other techniques on the same datg; (the confusion matrix of LBP2r{ddle) and
texton-based approach with multiple classifier syst (MCS) and SVM as base classifier

(right).

Technique Accuracy Estimated Labels Estimated Labels

GFB1 61.3 True Labels| NT| CLE| PSH True Labels| NT| CLE| PSH

LBP2 95.2 NT 55 0 4 NT 57 0 2
CLE 1 49 0 CLE 4 46 0

Texton-based 95.0

using MCS PSE 2 1 56 PSE 2 0 57
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Fig. 3. The accuracy of the base classifiers and theitbamation on various texton sizes (TS)
(top) andk values pottom).

5 Discussions and Conclusion

In this paper, multiple classifier systems alonghwéxton signatures are proposed
for the classification of CT images of lung. Ousukts on the dataset of 168 ROIs of



CT images of lung shows that while texton-based@gugh using a single SVM has a
satisfactory performance in this application; comig these single SVMs in a
parallel structure over differektvalues slightly improves the classification result

From Table 1 and top graph in Fig. 3, it seems ith@keasing texton size degrades
the performance of single SVMs. This could be bsedarger texton sizes lead to
higher dimensional space fesmeans, requiring more data for reliable clusteridig
the same time, there will be fewer sub-patcheslaai with larger texton size for
learning the model as described in Section 2.1. dggregation results on various
texton sizes show no improvement. A close lookhatdutputs of single SVMs at the
samek value but different texton sizes reveals that mafsthe SVMs make the
mistakes on the same ROIs and this means that iheréack of diversity among the
base classifiers. This explains why combining trdomot improve the performance
[11].

However, as can be seen from the bottom graph gn Fithat displays the
performance of single SVMs at a specific textore sit variouk values, no certain
value ofk always yield the best results. At some textonssif@rgerk produces the
best results (for example at texton size 4 x 4)lavht other texton sizes medium or
smallk concludes best results. Since we do not kagwiori which k produces the
best results as the optimalmay vary from patient to patient depending onimsic
scale and complexity of texture patterns, we aggfeegver texton sizes at a specific
k, which almost always produces better results tharbest single SVM. By looking
at the outputs of the base classifiers, it becortess that the diversity among them is
higher than the previous case and this explaingpeovement of the results by their
combining.

Overall, we conclude that aggregating at smallgtotesizes, for example 4 x 4
over different values ok reasonably produces good results which are sirtolaor
better than the results obtained from other appresin the literature. Among these
approaches is LBP2 [21], which mainly relies on L&#rators.

Using parallel multiple classifiers systems on eexsignatures proposed here can
also be extended to LBP approach. LBP operatorsial®lve two parameters, i.e.,
the size of operator (scale), and the number of binthe estimation of histogram.
The decisions based on single operators can beegapgd over any of these two
parameters to investigate possible improvements.

In comparing LBP and texton-based approaches peaviid this paper, one should
notice that LBP operators are, by design, invariamt monotonic intensity
transformations. While this is desirable in someligptions, in the classification of
Lung CT images, the mean of intensity is importamtd this justifies poor
performance of an approach based on merely LBPatpsras it discards the mean of
intensity in the ROIs [21]. Due to this drawback IdPs, in [20, 21], the joint
intensity and LBP histograms are considered (LBFB)s improves the performance
of the LBPs in this application at the cost of adyio the complexity of the approach.
Texton-based approach does not suffer from thiblpro as it is not invariant to
intensity transformations. On the other hand, LBferators can be considered as
fixed textons which are chosen irrespective of tleda. Texton-based approach,
however, extracts the textons using the data. atds to the complexity of texton-
based approach as the unsupervised step in leattmndictionary of textons is an
extra step in this approach comparing to the LBP®& performance of texton-based



approach and LBP2 is similar for the data usedhis paper. Nevertheless, our
conjecture is that the superiority of one appra@canother is application dependent.
If LBP operators can define a good representatiwrsbme data they conclude high
performance while if texton-based approach camaekthe textons accurately based
on the training data, then it can yield high accyra

In future work, other classifiers that generate endiverse classification outputs
than SVMs, such as decision trees, will be invastig. As mentioned above, in our
experiments, SVMs as base classifiers lack diwersihong themselves and, hence,
combining their decisions does not yield signific@mprovement over best single
SVM. We expect that decision trees, which are awred as ensemble of weak
classifiers, generate more diverse outputs and tenbination in a decision forest
may conclude more improvement [22].

Also, in this paper, raw pixel representation ityarsed in texton-based approach.
In some computer vision applications, it has bdews that building textons on the
output of filter banks produces better accuracy, [28]. Although using raw pixel
representation is computationally more attracthantusing filter bank representation
(as the intermediate step of convolving patcheg tie filter banks is not required),
using filter banks in texton-based approach wiliteestigated in the future work for
possible improvement of the results.
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